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(> Speech recognition apparatus.

@ A speech recognition apparatus according to the present invention includes an average vector calculating
portion (5). a compensating portion (6), and a matching portion (8). The average vector calculating portion (5)
calculates an average vector for each of the noise region and the speech region of the input speech and a
reference pattern received from a spectrum converting portion (4) corresponding to matching information
received from a preliminary matching portion (2). The compensating portion (6) compensates the average
vectors calculated by the average vector calculating portion (5) for at least one of the time sequence of the
spectra of the input speech and the time sequence of the spectra of the reference pattern so that the average
vector of the time sequence of the spectra of the noise region of the input speech matches with the average
vector of the time sequence of the spectra of the noise region of the reference pattern and that the average
vector of the time sequence of the spectra of the speech region of the input speech matches with the average
vector of the time sequence of the spectra of the speech region of the reference pattern. The matching portion
(8) finally matches the reference pattern with the input speech and outputs a recognition result. Since additive
noise and noise conditions of the channel distortion of input speech to be recognized are quickly matched with
those of a reference pattern, even if the additive noise and microphone and the transmission channel through
which the input speech is collected are unknown when the input speech is trained and the additive noise and the
noise conditions vary for each input speech, the speech recognition apparatus can precisely recognize speech
without influenced by environmental noise. Thus, the apparatus according to the present invention can solve the
drawbacks that the conventional apparatuses have had.
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Background of the Invention

1. Field of the Invention

The present invention relates to a speech recognition apparatus, in particular, to technologies for
equalizing environmental differences between an input speech and a reference pattern so as to improve
environmental capability.

2. Description of the Related Art

It is known that when speech is recognized, if a speech generating environment of input speech is
different from that of a reference pattern speech, the speech recognition ratio is deteriorated. Among major
factors that deteriorate speech recognition ratios, there are additive noise and channel distortion. The former
is for example a background noise, which mixes with the speech of a speaker and is additive in the spectra
domain. The latter is channe! distortion directly for example transmission characteristics of microphones,
telephone lines, and so forth, and for which multiplicatively distort on a spectrum.

A technique that suppresses an additive noise such as background noise that is mixed with speech is
known. This technique is known as spectral subtraction that is described in for example "Suppression of
Acoustic Noise in Speech Using Spectral Subtraction”, by S. F.'Boll, IEEE Trans. on ASSP, Vol. ASSP-27,
No. 2, 1979 (hereinafter referred to as reference [1]). A speech recognition apparatus using the spectral
subtraction technique is constructed for example as shown in Fig. 2.

In Fig. 2, reference numeral 21 is a spectrum calculating portion. Input speech that is mixed with noise
is sent to the spectrum calculating portion 21. The spectrum calculating porion 21 transforms the input
speech into a time sequence of spectra. Reference numeral 22 is a noise estimating portion that estimates
the spectrum of the noise component that is mixed with the time sequence of the spectra of the input
speech signal using only noise spectra ( that does not contain speech in the input speech signal ).
Reference numeral 23 is a noise suppressing portion that subtracts the spectrum of the noise, which is
estimated by the noise estimating portion 22, from the entire time sequence of the spectra of the input
speech signal, which is obtained by the spectral calculating portion 21. Reference numeral 24 is a feature
vector transforming portion that transforms the time sequence of the spectra of the speech, in which the
noise is suppressed by the noise suppressing portion 23, into a time sequence of feature vectors that is
used for recognizing the speech.

Reference numeral 26 is a matching portion that calculates the similarity between a time sequence of
feature vectors of speech of a standard speaker that does not contain noise and the time sequence of the
feature vectors of the input speech corresponding to a technique that obtains a time-alignment and
calculates similarity such as DP matching technique or HMM (Hidden Markov Modelling) technique and
outputs as a recognition result a dictionary alternative with the highest similarity. Such a speech recognition
apparatus can precisely suppresses the additive noise and provides high recognition ratio even if noise
component varies every input speech.

In addition, to prevent the recognition ratio from lowering due to the channel distortion, a construction as
shown in Fig. 3 is known. In Fig. 3, reference numeral 32 is a reference pattern. The reference pattern 32 is
formed in the following manner. Speech of a standard speaker’is collected by a microphone with the same
characteristics as a micraphone that has collected input speech. The speech collected by the microphone is
passed through a channel with the same characteristics as a channel through which the input speech has
been passed. The resultant speech is analyzed in the same process as an analyzing portion 31 does. The
analyzed speech is registered. The analyzing portion 31 transforms the input speech into a time sequence
of feature vectors.

Reference numeral 33 is a matching portion that calculates the similarity between the time sequence of
the feature vectors of the speech of the standard speaker registered in the reference pattern 32 and the
time sequence of the feature vectors of the input speech corresponding to the technique that obtains the
time-alignment and calculates the similarity and outputs as a recognition result a dictionary alternative with
the highest similarity. When such a speech recognition apparatus is constructed, in the case that the
microphone and the signal transmission line are known when speech is recognized and they can be used
for collecting the training speech, the channel distortion due to the characteristics of the microphone and
the transmission characteristics of the channel of the reference pattern can be matched with those of the
input speech. Thus, the speech recognition apparatus can precisely recognize speech without influenced by
the channel distortion.
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With the construction shown in Fig. 3, a speech recognition apparatus that deals with the additive noise
can be provided. In this case, the reference pattern 32 is collected a speech in an environment where the
background noise of the speech of the standard speaker matches with the background noise of the input
speech and is registered the feature vectors by the same method of which the input speech is analyzed in
the same process as the analyzing portion 31. When the background noise that takes place in recognizing
speech is known and can be used for collecting the training speech, since the additive noise of the
reference pattern can be matched with that of the input sound, the speech recognition apparatus can
precisely recognize speech without influenced by the additive noise.

in addition. when the reference pattern 25 used in the speech recognition apparatus using the
conventional spectral subtraction technique shown in Fig. 2 is substituted with the reference pattern 32
where the channel distortion of the reference pattern 32 is matched with that of the input speech, a speech
recognition apparatus that deals with both the additive noise and the channel distortion can be provided.

Howcvcer. the conventional speech recognition apparatus using the spectral subtraction technique has
not dealt with tho channel distortion due to the microphone and the channel transmission characteristics at
all. Thus. when the channel distortion of the input speech is different from that of the speech of the
reference pattern. the speech recognition ratio is seriously degraded.

In th. <pweck recognition apparatus in which the channel distortion of the reference pattern is matched
with that of th nout speech, the speech of the standard speaker should be collected through a microphone
and a transmucsion hine that have the same characteristics as those of a microphone and a transmission line
through whe 1 tne- input speech is collected. However, when speech through a telephone is recognized, the
micraphon ared he transmission line in use vary for each input speech. In addition, the microphone and
the trianwmi-<in through which each input speech is collected are unpredictable. Thus, with such a
microphon ant a transmission line, it is impossible to collect training speech and generate a reference
pattern Thae worh a speech recognition apparatus cannot be provided. This problem has not been solved
by the y~<« 1 ricognition apparatus in which the additive noise of the reference pattern is matched with
that o t'» &1t nise of the input speech.

In a3y« when the reference pattern 25 of the speech recognition apparatus using the spectral
subtri b« 1 hreque IS substituted with the reference pattern 32 in which the reference pattern of the
chanm-i 3. «t.n1s matched with that of the input speech, if the channel distortion is unknown in training

speech Lo b oa grobiem is not solved.
§|:,mmm, L4t l'\vem

The («0 w0t anvention is made from the above-described point of view. An object of the present
invente e - 1 rowide a speech recognition apparatus for quickly adapting additive noises and noise
conditnws -+ . nannel distortion of input speech with those of a reference pattern so as to precisely
recor)ner ciew- noeven if the additive noise and channel distortion are not known in advance and they vary
for ca ey ot jewen.

A t:-+ 4 et cf the present invention is a speech recognition apparatus, comprising an analyzing
portury t 4 e -t rmung input speech into a time sequence of feature vectors, a reference pattern stored as
a noxts -5 ¢ annl a speech region of training speech that have been transformed into time sequences of
fcatur - «~- 1+ «- a (wehminary matching portion for matching the time sequence of the feature vectors of the
input *;---* - wived from the analyzing portion with the time sequence of the feature vectors of the
referenn o (anteers and for outputting matching information, a spectral transforming portion for transforming
the time wo v 25 of the feature vectors of the input speech and the reference pattern into time sequence

of resgxxtiv- yuxtra, an average vector calculating portion for calculating an average vector for each of the
noise roegion andd the speech region of the input speech and the reference pattern corresponding to the
matching intormation received from the preliminary matching portion, a compensating portion for com-
pensatng thc average vectors calculated by the average vector calculating portion for at least one of the
time sequence of the spectra of the input speech and the time sequence of the spectra of the reference
pattern so that the average vector of the time sequence of the spectra of the noise region of the input
speech maiches with the average vector of the time sequence of the spectra of the noise region of the
reference patiern and that the average vector of the time sequence of the spectra of the speech region of
the input speech matches with the average vector of the time sequence of the spectra of the speech region
of the reference pattern, a feature vector transforming portion for transforming the time sequences of the
spectra of the input speech and the reference pattern, which have been compensated by the compensating
portion, into time sequences of feature vectors to be recognized, and a matching portion for finally matching
the reference pattern with the input speech using the feature vectors-to-be-recognized of the input speech

4
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and the reference pattern received from the feature vector transforming portion.

A second aspect of the present invention is the speech recognition apparatus corresponding to the first
aspect, wherein the compensating portion is adapted for substituting one of the time sequences of the
spectra corresponding to the noise region of the average vectors calculated by the average vector
calculaling portion with an average vector Ni of the other noise region, subtracting an average vector Nt of
one noise region from time sequences of spectra corresponding to speech regions, multiplying the result by
(Si - Ni) 7 (St - Nt) (where / is a division for each channel of the spectra, Si is an average vector of the other
speech region, and St is an average vector of one speech region), and adding the result with Ni.

According to the present invention, since the additive noise and noise conditions of the channel
distortion of the input speech is quickly matched with those of the reference pattern, even if the additive
noise and the microphone and the transmission channel through which the input speech has been collected
are unknown when the input speech is trained and they vary for each input speech, a speech recognition
apparatus that can precisely recognize speech can be provided. The speech recognition apparatus can
supplement the drawbacks that the conventional speech recognition apparatuses have had.

These and other objects, features and advantages of the present invention will become more apparent
in light of the following detailed description of best mode embodiments thereof, as illustrated in the
accompanying drawings.

Brief Description of Drawings

Fig. 1 is a block diagram showing a speech recognition apparatus according to a first embodiment of the
present invention;

Fig. 2 is a block diagram showing a conventional speech recognition apparatus using spectral subtraction
technique; and

Fig. 3 is a block diagram showing a conventional speech recognition apparatus using a reference pattern
that has been trained on speech of a standard speaker with the same channel distortion as that of
recognized speech.

Description of Preferred Embodiments

Before explaining embodiments of the present invention, the theory of operation of the present invention
will be described.

First of all, with reference to Fig. 1, the theory of operation of a speech recognition apparatus according
to a first aspect of the present invention will be described. In Fig. 1, reference numeral 1 is an analyzing
portion that receives input speech which contains additive noise and channel distortion. The analyzing
portion 1 transforms the input speech into a time sequence of feature vectors. A variety of feature factors
such as an output of a band filter group of several channels and an analysis by self correlation function are
known as described in "Digital Speech Processing (translated title)” by Furui, Tokai Univ. Press, pp. 154-
160, 1985 (reference [2]). In the following description, a cepstrum that is obtained by LPC (Linear Predictive
Coding) analysis, FFT (First Fourier Transformer) analysis, or the like is used. The cepstrum is an inverse
Fourier transformation of the logarithm of a spectrum [X(w)| of a short time amplitude of a waveform.

However, since the method for obtaining the cepstrum does not relate to the present invention, it is not
explained here. A time sequence of the obtained cepstrum is denoted by X(t) (where t is a discrete time).
The input speech is analyzed in such a manner that a speech portion is surrounded by non-speech portions
that contain only surrounding noise. This is because it is difficult to precisely sample the leading edge and
the trailing edge of the speech and thereby a consonant at the leading edge may be lost.

Thus, conventionally, the speech that is slightly longer than the sampled leading edge is analyzed so as
to prevent a consonant from being lost. Reference numeral 3 is a reference pattern that is words or
sentences of speech of a standard speaker that have been analyzed in the same manner as the analyzing
portion 1.

Likewise, the reference pattern 3 is analyzed in such a manner that a speech region is surrounded by
noise-regions. The start position and the end position of the noise regions are predetermined and stored.
Reference numeral 2 is a preliminary matching portion that determines a time-alignment between the time
sequence X(t) of the feature vectors of the input speech and each word-to-be-recognized stored in the
reference pattern 3 and matches the time sequence of the feature vectors of the input speech with the time
base of each recognized word. This matching technique is a method of for example DP (Dynamic
Programming) matching or HMM (Hidden Markov Model) described in reference [2] (pp. 162 - 170).
Reference numeral 4 is a spectral transforming portion that transforms the time sequence X(t) of the feature
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vectors of the input speech and the time sequence Y(t) of the feature vectors of the reference pattern into
time sequences V(t) and W(t) of spectra, respectively. The cepstrums are transformed into the spectra by
the following equations.

v(t) exp (C'X(t))

fl

W(t) exp (C'X(t)) (1)

Their inverse transformation is given by the following equations.

X(t) C log(V(t))

1]

Y(t) C log(wW(t)) (2)

where C represents a cosine transformation matrix; exp(.) represents an exponential operation for each input
element; and log(.) represents a logarithmic operation for each input element. When input speech is
deformed by additive noise and channel distortion, the additive noise is expressed in the form of a sum on
a spectrum and the channel distortion is expressed in the form of a product on a spectrum. When the
additive noise of the input speech is denoted by B,, the channel distortion thereof is denoted by A,, and the
spectrum of the undegraded speech is denoted by

v(t)

then, the following relation is obtained.

[ vio) = A,V(t) + B, t €Q,

<

3
v(t) = B ted (3)

v v

.

where 0, represents a set of times (speech regions) in which speech is contained; and &, represents a set
of times (noise regions) in which speech is not contained. Since the correlation of channels in the spectral
domain is low, A» becomes a diagonal matrix that does not contains a rotation. Thus, the operations are
performed for each channel.

When the additive noise of the reference pattern is denoted by Bw; the channe! distortion thereof is
denoted by Aw; and the spectrum of the undegraded speech is denoted by

w(t)
Thus, the following equations can be obtained.

w(t) = AW(t) +B, ¢teq

"
o]
rt
m
\d

W(t) ] ©
(4)

where Q, represents a set of times (speech regions) in which speech is contained; and ®, repr sents a set
of times (noise regions) in which speech is not contained. Since the additive noise and the channel
distortion of the spectrum of the input speech is different from those of the reference pattern, a matching
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AneAAS I

-rn

10

15

20

25

30

35

40

45

50

55

EP 0 660 300 A1

error of the speech recognition takes place, thereby lowering the recognition ratio.

According to the present invention, the average value of the spectra of the noise regions and speech
regions of each of the input speech and the reference pattern is used. The additive noise and the channel
distortion of the input speech is matched with those of the reference pattern. Thus, the input speech on the
reference pattern are compensated so that the average value of the input speech becomes equal to that of
the reference pattern. Such a compensation can be performed for the input speech or the reference pattern.

Next, the compensation for the reference pattern will be described. When the average spectrum of a
portion corresponding to the speech region of the reference pattern correlated by the preliminary matching
portion 2 in the input speech spectrum is denoted by S, and an average spectrum of a portion
corresponding to the noise region thereof is denoted by N,, they can be expressed by the following
equations.

_ 1
s\,-?n Y vie)

ten

(5)

1
N, = = V()
\ Ko A

where 0 represents a set of times corresponding to the speech region of the reference pattern; ¢
represents a set of times corresponding to the noise region of the reference pattern; K, represents the
number of portions corresponding to the speech region; and K, represents the number of portions
corresponding to the noise region. In this example, the summational average has been used. However, the
productive average may be used. When the average spectrum of the speech region of the reference pattern
is denoted by S, and the average spectrum of the noise region thereof is denoted by N.. they can be
expressed by the following equations.

1
5, = — w(t)
KQ, cgzoﬂ

1
N, = -2 W(e)
Ky, cezou (6)

where Kq. represents the number of frames of the speech region; and K, represents the number of frames
of the noise region. For such average vectors, the productive average may be used.

When the average vectors of the input speech and the reference pattern are calculated by applying the
equations (3) and (4), the following equations can be obtained.

ACCAINNA Y 1 o
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1 1 > 1
= vit) = AV(E) + B
Kn, tel, Knu tszon Knu teg, )
; 9
1 v(t) = — B,
| o e Ko, ¢, (7)
10
( n
L Wie) = —— AM(E) + 2 B,
Ky, 0, Ko, 0, Ky, 0,
15 <
1 1
2 Wity = —— B,
L Ko, cg:o_ Ko, 520, (8)

20

where K,,, Ks,, Ko., and Ks. are the number of frames of the respective regions. When @ and ¢ are
obtained with properly higher accuracies, the foliowing equations can be approximately obtained from the
equations (5) and (7).

25
S, - N,
A\J 1 A~
— v(t)
% Ko, c'en,
B, = N, (9)
35
where the division for each vector is performed for each channe! component and A, represents an operation
for a diagonal component.
Likewise, with the equations (6) and (8), the following approximations can be approximately obtained.
40
r
A = Sbl - NO
("]
1 ~
— w(t)
ey

.

(10)

50 With A and B obtained in the equations (9) and (10), to match the noise environment due to the additive
noise and the channel distortion of the reference pattern with that of the new input speech, the noise region
of the reference pattern is substituted with the noise of the input speech and the speech region of the
reference pattern is obtained by multiplexing the spectrum of the undegraded speech by the channel
distortion of the input speech and adding the result with the noise of the input speech. In other words, the

55 noise region of the reference pattern is given by the following equation.
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W(t)

1
oy

= N, t € @, (11)

The spectrum of the speech region of the reference pattern is given by the following equation.

W(t) = A,W(t) + N,

A

= 2 (W(t) - N,) + N,
AD
< -Kl— W(E)

- S N, %, c’eq, (W(t) - N,) + N,
S - No 1 > (12)
o —_ v(t)

Kﬂ,,:eﬂ0

S, — N, W W .

= — t) - N + N t ¢
R A A S

where

W, andv :
represents the average values of the speech regions (in which noise is not mixed) of the undegraded
spectra of the reference pattern and the input speech, respectively.
When it is assumed that the speech of the input speech is a word that is the same as that of the reference
pattern, the equation (12) can be expressed by the following equation.

~ S, - N
P S— -
w(t) 5 N (W(t) N,)) + N, t €Q

@ ]

© (13)

in other words, the compensating portion 8 matches the additive noise and the channel distortion of the
input speech with those of the reference pattern corresponding to the equations (11) and (13). In this
example, operations have been performed for the reference pattern. However, such operations may be
performed for the input speech. In addition, predetermined additive noise may be added to one of the
reference pattern and the input speech so that the average value of the reference pattern becomes equal to
that of the input speech. Moreover, one of the reference pattern and the input speech may be multiplied by
a predetermined channel distortion component so that the average value of the reference pattern becomes
equal to that of the input speech. When the compensation is performed corresponding to the equations (11)
and (13), the average spectrum of the noise region and the speech region of the reference patiern becomes
equal respectively to the average spectrum of the input speech.

9
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The feature vector transforming portion 7 performs a transformation expressed by the equation (2), that
is, transforms a spectrum into a cepstrum. In addition to the cepstrum, power information of the input
speech, the differential information of the power, the linear regression coefficient of the cepstrum, and so
forth may be additionally used. The matching portion 8 determines a time-alignmeni between each word-to-
be-recognized of the reference pattern and the input speech using the feature vector transformed by the
feature vector transforming portion 7 and outputs as a recognition result a word with the highest similarity.

In other words, according to the present invention, since the noise conditions of the additive noise and
the channel distortion of recognized input speech and those of the reference pattern is quickly matched,
even if the additive noise and the microphone and transmission channel, through which the input speech is
collected, are unknown when the input speech is trained and are different or vary for each input speech, the
speech recognition apparatus according to the present invention can precisely recognize speech without
influenced by the noise environment while the input speech are in. Thus, the speech recognition apparatus
of the present invention solves the drawbacks that the conventional ones have had.

Next, with reference to the accompanying drawings, embodiments of the present invention will be
described.

Fig. 1 is a block diagram showing a speech recognition apparatus according to a first embodiment of
the present invention. The speech recognition apparatus comprises an analyzing portion 1, a reference
pattern 3, a preliminary matching portion 2, a spectrum transforming portion 4, an average vector
calculating portion 5, a compensating portion 6, a feature vector transforming portion 7, and a matching
portion 8.

The analyzing portion 1 transforms input speech into a time sequence of feature vectors. The reference
pattern 3 has a noise region and a speech region into which training speech has been transformed as a
time sequence of feature vectors.

The preliminary matching portion 2 matches the time sequence of the feature vectors of the input
speech received from the analyzing portion 1 with the time sequence of the feature vectors of the reference
pattern.

The spectrum transforming portion 4 transforms the time sequence of the feature vectors of the input
speech and the time sequence of the feature vectors of the reference pattern 3 into time sequences of
respective spectra.

The average vector calculating portion 5 calculates the average vector of each of the noise region and
the speech region of the time sequences of the spectra of the input speech and the reference pattern
received from the spectrum transforming portion 4 corresponding to the matching information received from
the preliminary matching portion 2.

The compensating portion 6 compensates at least one of the time sequences of the spectra of the input
speech and the reference pattern so that the average spectrum of the time sequence of the spectra
corresponding to the noise region of the input speech is matched with the average spectrum of the time
sequence of the spectra corresponding to the noise region of the reference pattern, and the average
spectrum of the time sequence of the spectra corresponding to the speech region of the input speech is
matched with the average spectrum of the time sequence of the spectra corresponding to the speech
region of the reference pattern.

The feature vector transforming portion 7 transforms the time sequences of the spectra of the input
speech and the reference pattern compensated by the compensating portion 6 into time sequences of
feature vectors to be recognized. The matching portion 8 finally matches the reference pattern with the
input speech using the feature vectors-to-be-recognized of the input speech and the reference pattern and
outputs a recognition result.

The input speech containing the additive noise and the channel distortion is transformed into a time
sequence of feature vectors by the analyzing portion 1. Examples of the feature vector are power
information, a displacement thereof, a cepstrum, and a liner regression coefficient thereof may be contained
in the feature vector. Alternatively, the feature vector may be a spectrum itself or a logarithmic spectrum.
The analyzing portion 1 analyzes in such a manner that it is surrounded by non-speech portions that
contain only surrounding noise in the input speech.

The reference pattern 3 store every recognized regions of words or sentences of speech of a standard
speaker that have been analyzed in the same manner as the analyzing portion 1. The reference pattern 3 is
analyzed in such a manner that it is surrounded by noise regions. The start position and the end position of
each noise region have been determined and stored beforehand.

The preliminary matching portion 2 determines the time-alignment normalizing matching between the
time sequence of the feature vectors of the input speech and each word-to-be-recognized stored in the
reference pattern 3. Examples of the matching are DP (Dynamic Programming) matching and HMM (Hidden

10
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Markov Model), which are described in reference [2] (pp. 162-170).

The spectrum transforming portion 4 transforms the time sequences of the feature vectors of the input
speech and the reference pattern into time sequences of respective spectra. If the feature vector is a
spectrum, the spectrum transforming portion 4 may be omitted. If the feature vector is composed of a
combination of several types of fealure vectors, information required for spectrum transformation may be
extracted from the feature vector and used.

The average vector calculating portion 5 calculates the average vector of the spectrum of each of the
noise region and the speech region divided the input speech and the reference pattern received from the

spectrum transforming portion 4.

The compensating portion 6 compensates the average spectra of the input speech and the reference
pattern calculated by the average vector calculating portion 5 so that the average value of each of the noise
region and the speech region of the input speech becomes equal to each that of the reference pattern. This
compensation can be performed for at least one of the input speech and the reference pattern.

The feature vector transforming portion 7 transforms the time sequences of the spectra of the input
speech and the reference pattern, which have been compensated by the compensating portion 6, into time
sequences of feature vectors-to-be-recognized. Examples of the feature vector is power information, a
displacement thereof, a cepstrum, and a linear regression coefficient thereof. In addition, the feature vector
may be a combination of power information, a displacement thereof, a cepstrum, and a linear regression
coefficient thereof or plural combination thereof. Moreover, the feature vector may be a spectrum itself.
Furthermore, the feature vector may be a logarithmic spectrum.

The matching portion 8 calculates the similarity between the time sequences of the feature vectors of
the input speech and the reference pattern transformed by the feature vector transforming portion 7 and
outputs a recognition result with the highest similarity.

In this example, the compensation for the input speech has been described. However, the additive
noise and the channe! distortion of input speech are occasionally the same as those of input speech that is
generated just after the first input speech.

In this case, the calculation of the average vector and the compensation may be not required whenever
input speech is received. For example, the average vector calculating portion 5 and the compensating
portion 6 may store parameters for the former speech and compensate the next speech with the
parameters being stored. Thus, the speech recognition can be quickly performed and the disposal load of
the apparatus is reduced. Alternatively, the compensated reference patiern may be stored for the next
speech recognition. In the next speech recognition, the analyzing portion 1 calculates the feature vectors
used for the last matching without compensating the reference pattern and matches the reference pattern
stored in the matching portion 8 with the input speech.

According to a speech recognition apparatus of a second embodiment of the present lnventlon the
compensating portion 6 substitutes one of time sequences of spectra of the noise region with an average
vector Ni of the other noise region, subtracts an average vector Nt of one noise region from the time
sequence of the spectra corresponding to the speech region, multiplies the result by (Si - Ni) / (St - Nt) -
(where / represents a division for each channel of spectra, Si is an average vector of the other speech
region, and St represents the average vector of one speech region), and adds the result with Ni. For
example, the spectrum of the reference pattern is compensated corresponding to the equations (11) and
(13).

Thus, as it clear from the above description, according to the speech recognition apparatus of the
present invention, since additive noise and noise conditions of the channel distortion of input speech to be
recognized are quickly matched with those of a reference pattern, even if the additive noise and
microphone and the transmission channel through which the input speech is collected are unknown when
the input speech is trained and the additive noise and the noise conditions vary for each input speech, the
speech recognition apparatus can precisely recognize speech without influenced of environmental noise.
Thus, the apparatus according to the present invention can solve the drawbacks that the conventional
apparatuses have had.

Although the present invention has been shown and described with respect to a best mode embodiment
thereof, it should be understood by those skilled in the art that the foregoing and various other changes,
omissions, and additions in the form and detail thereof may be made therein without departing from the
spirit and scope of the present invention.
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Claims

1.

A speech recognition apparatus, comprising:

an analyzing portion for transforming input speech into a time sequence of feature vectors;

a reference pattern stored as a noise region and a speech region of training speech that have been
transformed into time sequences of feature vectors;

a preliminary matching portion for matching the time sequence of the feature vectors of the input
speech received from said analyzing portion with the time sequence of the feature vectors of said
reference pattern and for outputting matching information;

a spectrum transforming portion for transforming the time sequences of the feature vectors of the
input speech and said reference pattern into time sequence of respective spectra;

an average vector calculating portion for calculating an average vector for each of the noise region
and the speech region of the input speech and said reference pattern corresponding to the matching
information received from said preliminary matching portion;

a compensating portion for compensating the average vectors calculated by said average vector
calculating portion for at least one of the time sequence of the spectra of the input speech and the time
sequence of the spectra of the reference pattern so that the average vector of the time sequence of the
spectra of the noise region of the input speech matches with the average vector of the time sequence
of the spectra of the noise region of said reference pattern and that the average vector of the time
sequence of the spectra of the speech region of the input speech matches with the average vector of
the time sequence of the spectra of the speech region of said reference pattern;

a feature vector transfaorming portion for transforming the time sequences of the spectra of the
input speech and said reference pattern, which have been compensated by said compensating portion,
into time sequences of feature vectors to be recognized; and

a matching portion for finally matching said reference pattern with the input speech using the
feature vectors-to-be-recognized of the input speech and said reference pattern received from said
feature vector transforming portion.

The speech recognition apparatus as set forth in claim 1, wherein said compensating portion is adapted
for substituting one of the time sequences of the spectra corresponding to the noise region of the
average vectors calculated by said average vector calculating portion with an average vector Ni of the
other noise region, subtracting an average vector Nt of one noise region from time sequences of
spectra corresponding to speech regions, multiplying the result by (Si - Ni) / (St - Nt) (where / is a
division for each channel of the spectra, Si is an average vector of the other speech region, and St is
an average vector of one speech region), and adding the result with the average vector Ni.

The speech recognition apparatus as set forth in claim 1, wherein a feature vector of the feature vector
transforming portion is power information, a disptacement thereof, a cepstrum, a linear regression
coefficient thereof, or a logarithmic spectrum.

The speech recognition apparatus as set forth in claim 1, wherein said preliminary matching portion is
performed corresponding to DP matching or HMM (Hidden Markov Model).

A speech recognition apparatus, comprising:

an analyzing portion for transforming input speech into feature vectors as a time sequence;

a reference pattern stored as a noise region and a speech region of reference speech that have
been transformed into feature vectors as time sequences;

a preliminary matching portion for matching a time base of an output of said analyzing portion with
a time base of said reference pattern and outputting matching information;

a spectrum transforming portion for transforming the output of said analyzing portion and an output
of said reference pattern into time sequences of respective spectra and outputting spectra of the noise
region and the speech region of the input speech and spectra of the noise region and the speech
region of the reference pattern;

an average vector calculating portion for calculating an average vector of each of the spectra of the
noise region and the speech region of each of the input speech and said reference pattern correspond-
ing to the matching information received from said preliminary matching portion and outputting an
average spectrum of the noise region and the speech region of the input speech and an average
spectrum of the noise region and the speech region of said reference pattern;
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a compensating portion for performing a compensation for at least one of the input speech and
said reference pattern corresponding to the matching information received from said preliminary
matching portion so that the average spectrum of the input speech matches with the average spectrum
of said reference pattern;

a feature vector transforming portion for transforming outputs of said compensating portion into
feature vectors-to-be-recognized as time sequences and outputting a feature vector of the input speech
and a feature vector of said reference pattern; and

a matching portion for matching the input speech with said reference pattern using the feature
vector of the input speech and the feature vector of said reference pattern.

The speech recognition apparatus as set forth in claim 5, wherein said compensating portion is adapted
for substituting one of time sequences of the spectra corresponding to the noise regions of the average
spectra of the input speech and said reference pattern with an average spectrum Ni of the other noise
region, subtracting an average spectrum Nt of one noise region from time sequences of spectra
corresponding to the speech regions, multiplying the result by (Si - Ni) / (St - Nt) (where / is a division
for each channel of the spectra, Si is an average spectrum of the other speech region, and St is an
average spectrum of one speech region), and adding the result with the average spectrum Ni.

The speech recognition apparatus as set forth in claim 5, wherein a feature vector of said feature vector
transforming portion is power information, a displacement thereof, a cepstrum, a linear regression
coefficient thereof, or a logarithmic spectrum.

The speech recognition apparatus as set forth in claim 5, wherein said preliminary matching portion is
performed corresponding to DP matching or HMM (Hidden Markov Model).

The speech recognition apparatus as set forth in claim 5. wherein said matching portion is performed
corresponding to a matching technigue so as to determine the similarity between the feature vector of
the input speech and the feature vector of said reference pattern.

A speech recognition apparatus, comprising:

an analyzing portion for transforming input speech into a time sequence of feature vectors;

a reference pattern stored as a noise region and a speech region of training speech that have been
transformed into time sequences of feature vectors;

a preliminary matching portion for matching the time sequence of the feature vectors of the input
speech received from said analyzing portion with the time sequence of the feature vectors of said
reference pattern and for outputting matching information;

an average vector calculating portion for calculating an average vector for each of the noise region
and the speech region of the input speech output from said analyzing portion and said reference
pattern corresponding to the matching information received from said preliminary matching portion;

a compensating portion for compensating the average vectors calculated by said average vector
calculating portion for at least one of the time sequence of the feature vectors of the input speech and
the time sequence of the feature vectors of the reference pattern so that the average vector of the time
sequence of the feature vectors of the noise region of the input speech matches with the average
vector of the time sequence of the feature vectors of the noise region of said reference pattern and that
the average vector of the time sequence of the feature vectors of the speech region of the input speech
matches with the average vector of the time sequence of the feature vectors of the speech region of
said reference pattern; and

a matching portion for finally matching said reference pattern with the input speech using the
feature vectors-to-be-recognized of the input speech and said reference pattern received from said
compensating portion.

The speech recognition apparatus as set forth in claim 10, wherein said compensating portion is
adapted for substituting one of the time sequences of the feature vectors corresponding to the noise
region of the average vectors calculated by said average vector calculating portion with an average
vector Ni of the other noise region, subtracting an average vector Nt of one noise region from time
sequences of spectra corresponding to speech regions, multiplying the result by (Si - Ni) / (St - Nt) -
(where / is a division for each channel of the feature vectors, Si is an average vector of the other
speech region, and St is an average vector of one speech region), and adding the result with the
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average vector Ni.

12. A method of a speech recognition, comprising the steps of:
a. storing a reference pattern that has a noise region and a speech region that are feature vectors
transformed from reference speech as time sequences;
b. inputting input speech into an analyzing portion so as to transform the input speech into feature
vectors as a time sequence;
c. obtaining a time-alignment between an output of the analyzing portion and the reference pattern
so as output matching information by a preliminary matching portion;
d. transforming the output of the analyzing portion and the output of the reference pattern into time
sequences of respective spectra and outputting spectra of the noise region and the speech region of
the input speech and spectra of the noise region and the speech region of the reference pattern by
an average vector calculating portion;
e. calculating an average spectrum of the spectra of the noise region and the speech region of the
input speech and an average spectrum of the spectra of the noise region and the speech region of
the reference pattern corresponding to the matching information received from the preliminary
matching portion and outputting the average spectrum of the noise region and the speech region of
the input speech and the average spectrum of the noise region and the speech region of the
reference pattern by an average vector calculating portion;
f. performing a compensation for at least one of the input speech and the reference pattern
corresponding to the matching information received from the preliminary matching portion-so that
the average spectrum of the input speech matches with the average spectrum of the reference
pattern by a compensating portion;
g. transforming outputs of the compensating portion into feature vectors to be recognized as time
sequences and outputting a feature vector of the input speech and a feature vector of the reference
pattern by a feature vector transforming portion; and
h. matching the feature vector of the input speech with the feature vector of the reference pattern so
as to detect a speech recognition result by a matching portion.

13. The method as set forth in claim 12, wherein said step (f) is performed by substituting one of time
sequences of spectra corresponding to the noise regions of the input speech and the reference pattern
with an average spectrum Ni of the other noise region, subtracting an average spectrum Nt of one
noise region from time sequences of spectra corresponding to the speech region, multiplying the resuit
by (Si - Ni) / (St - Nt) (where / is a division for each channel of the spectra, Si is an average spectrum
of the other speech region, and Si is an average spectrum of one speech region), and adding the result
with the average spectrum Ni.

14. A method of a speech recognition, comprising the steps of:
a. storing a reference pattern that has a noise region and a speech reglon that are feature vectors
transformed from reference speech as time sequences;
b. inputting input speech into an analyzing portion so as to transform the input speech into feature
vectors as a time sequence; .
c. obtaining a time-alignment between an output of the analyzing portion and the reference pattern
so as output matching information by a preliminary matching portion;
d. calculating an average vector of the vector of the noise region and the speech region of the input
speech and an average vector of the vector of the noise region and the speech region of the
reference pattern corresponding to the matching information received from the preliminary matching
portion and outputting the average vector of the noise region and the speech region of the input
speech and the average vector of the noise region and the speech region of the reference pattern by
an average vector calculating portion;
e. performing a compensation for at least one of the input speech and the reference pattern
corresponding to the matching information received from the preliminary matching portion so that
the average vector of the input speech matches with the average vector of the reference pattern by
a compensating portion;
f. matching the feature vectors of the input speech with the feature vectors of the reference pattern
so as to detect a speech recognition result by a matching portion.
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15. The method as set forth in claim 14, wherein said step (e) is performed by substituting one of time
sequences of vectar corresponding to the noise regions of the input speech and the reference pattern
with an average vector Ni of the other noise region, subtracting an average vector Nt of one noise
region from time sequences of the feature vectors corresponding to the speech region, multiplying the
result by (Si - Ni) / (St - Nt) (where / is a division for each channel of the feature vectors, Si is an
average vector of the other speech region, and Si is an average vector of one speech region), and
adding the result with the average vector Ni.
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